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ABSTRACT manufacturing philosophy in  which

The formation of cells is one of the
dilficultics  encountered  during  the
design  of  cellular  manufacturing
systems. The proper formulation of part
lamilics and their associated cells
represents  the most  formidable  of
difficultics in this respect.

The present research assesses
the appropriateness of a rule-based
system  for the implementation of
several  different  techniques  for
formulating  product  families and
associated cells. To this end, rules are
developed  for each. In efforts to
investigate the validity of these rules,
the resulting rules are applied to real
lactory data. Particular attention is paid
to cell formation and the applicability of
different procedures to overcome bottle-
neck formation within the cell.

It is concluded that rule-based
systems can be used effectively for
determining the appropriate procedure
to be used for overcoming of the bottle-
neck situation that arises during cell
formation. It is further shown that the
use of rule-based systems can lead to
significant savings in time during the
implementation of these techniques.

L. INTRODUCTION.

Group Technology (GT) is a
philosophy that aims at improving
productivity of manufacturing systems
by exploiting similarities inherent in
parts. GT is defined by Groover' as a

similar parts are identified and grouped
together to take advantage of their
similarities  in  manufacturing  and
design. The application areas of G'I can
be classificd into several major
categories:  part  design  through
computer aided design, computer aided
process planning, cellular
manufacturing, malterials management,
and quality control. This work is mainly
concerned with cellular manufacturing.
Cellular ~ manufacturing  is  the
application of GT principles to
manufacturing  based on classifying
parts that require similar processing into
part families. Subsequent or
simultaneous 1o the part family
determination, the machines required to
produce a particular family are
determined. The needed machines may
then be moved and grouped into
machine cells. Thus, each machine cell
is dedicated to the production of a
particular part families,

Cellular ~ manufacturing  involves
processing collections of similar parts,
so called part families, on dedicated
clusters of dissimilar machines or
manufacturing processes, called cells,
such that a part is completed within a
cell or with a minimum number of inter-
cell transfers. This implies that parts
must be grouped into families to be
produced by compatible machines. The
machines are arranged to allow for a
continuous work flow through the series
of operations. Distances between
machines are minimized to allow for
easy transfer of materials within the
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cell. A common arrangement is the U-
shaped cell, which allows for entry at
one end of the U and exit at the other”.

There are numerous benefits
associated with cellular manufacturing.
Burbidge® categorized the benefits of
cellular manufacturing as advantages
due to set-up time reductions, group
layout, and improved flow control. The
benefits associated with reduced set-up
time include an increase in capacity, a
reduction in the tooling investment,
reduced set-up cost, and reduced
operation cost because more
economical machines can be used as a
result of the high aggregate volume of
apart family. Gallagher and knight!
listed a number of the advantages of
cellular ~ manufacturing  including
improved lead times, less work-in-
process and finished goods inventories,
less material handling, better space
utilization, better production planning
and control, improved quality and scrap,
and reduce production design variety.
Wemmerlov and hyer’ noted that the
recent interest in Cellular
manufacturing can be attributed to two
important factors: major international
competitors and the emergence of new
technologies.

A problem associated with
cellular manufacturing is how to
determine part families and machine
cells. This problem stems not from a
lack of techniques, but rather from the
absence of clear guide lines for
determining  which  technique is
appropriate for a given situation or a
given set of objectives. Stuedel and
associates® offered perhaps the most
comprehensive taxonomy of apart
family/ machine group formation
techniques. These authors first classify

part family/ machine group formation
procedures as those based on part
family grouping, machine grouping, or
machine-part grouping.

Important problems encountered in cell
formation are recognized as

(1 part family formation,
(2) parts allocation,

(3) machine group formation,
4 machine allocation, and
(5) machine-part grouping,

Considerable research  has
gone into this area and several
procedures have been developed over
the years.

Generally, the parts in one family would
have similar geometrical attributes, and
or require similar machining processes.
Usually, part families are formed in one
of two methods, (1) the part family
consists of parts which are similar in
shape within a certain dimensional
range, and have most or perhaps all
machining requirements in common, or
(2) the pat family consists of parts of
dissimilar geometry, but which have
some operations in common, The
design of part families is usually the
first step in cell formation. This alone
does not help to achieve the desired
objectives of cell formation, unless
machines are grouped to manufacture
one or more part families.

Parts allocation could arise in
two ways : (1) machines have been
grouped into cells based into their
capabilities to process the parts, and the
problem is to allocate parts to the
machine groups, (2) new parts are
introduced into the system which have
to be manufactured. The allocation of
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new part or parts to appropriate
machine groups must be done without
disrupting the existing configuration.
Also, it is helpful to know beforehand if
the new part or family of parts could be
manufactured  within  the existing
machine cells. This leads to other
decisions such as redesigning or
subcontracting of the part, or expanding
the production facility.

The machine group formation
is concerned with the problem of
grouping machines into cells. Each cell
consist of dissimilar types of machines
to efficiently produce a family of parts
requiring  almost  similar machining
operations. Designing machine groups
essentially means recognizing and using
the relationship between machines. This
relationship is defined in terms of the
parts that have to he processed on these
machines.

Machine routings and
production requirements of the parts are
usually the input information needed to
form machine groups. Once machines
are grouped into cells, parts are
allocated to these cells and the cells are
evaluated on factors such as machine
utilization.

The most popular method for
machine  grouping is  similarity
coefficient  methods’®  Similarity
coefficient methods for machine
grouping are identical to similarity
coefficient methods for part family
grouping. The only difference is that in
machine  grouping, the similarity
coefficient measures the similarity
between pairs of machines. Usually the
similarity coefficient between two
machines is defined as the number of
components visiting both machines

divided by the number of components
visiting either of the two machines.
These similarity coefficients are stored
in a similarity matrix. By analyzing this
matrix, the similarity coefficient of each
pair machines is found. Next, the single
linkage cluster procedures is then
applied to the similarity matrix and
machine groups are formed. Finally,
parts are allocated to the identified
machine groups.

Machine allocation is an
important problem encountered in the
planning  stage of a  cellular
manufacturing system as its
implications affect any efforts to
economize on tooling requirements and
improve  machine utilization and
materials handling. In many firms, the
geometric feature-based grouping has
been mainly a part of design
standardization cffort for the various
shapes of the parts. The concept has
been used in the computer aided process
planning area where an attempt to relate
the processing steps to geometric
features is made to  develop
computerized system for generating
process plans.

Machine-part  grouping s
concerned with the problem of
producing parts with similar processing
requirements in machine groups. Each
machine group consist of dissimilar
types of machines which possess
specific manufacturing capabilities to
produce one or more part families. This
provides an opportunity to reduce set-up
times, thus, allowing manufacturers to
reduce lot sizes, trim work-in-process
inventories, and shorten manufacturing
lead times.



Technical Journal, University of Engineering and Technology, Taxila 1999

The most important task in GT
application is to find the families of
similar parts and forming the associated
groups of machines. This process is
called machine-component grouFing.
There are different approaches”" to
machine-component grouping problem.
Generally, these approaches can be
classified into two categories which are
manual techniques, and algorithmic
techniques. Using route card data
directly, this method proves to be quick
and sufficiently accurate to indicate to
the company the scoop for re-arranging
the shop floor into independent
manufacturing cells. The basic input
data is the list of machines that each
component visits, ignoring the exact
visitation sequence of those machines.
This method is not a one step solution
to the creation of cells. It is part of a
more comprehensive system design tool
called production flow analysis (PFA),
which is a method for identifying part
families an associated groupings of
machine tools. It does not use a
classification and coding system and it
does not use part drawings to identify
families. Instead, PFA is used to
analyze the operation sequence and
machine routing for the parts produced
in the given shop. It groups parts with
identical or similar routing together.
These groups can then the used to form
logical machine cells in a group
technology layout.

The cellular manufacturing
problem stems from determining the
appropriate technique to form part
families and machine cells for a given
set of objectives. Many approaches
have been developed to solve the GT
problem such as classification and
coding, rank order and direct clustering
algorithms,  similarity  coefficient

algorithms, and  production  flow
analysis. Much research has been
devoted to the cell formation problem
such as those reported in
rel‘crenccl.‘,‘tll,livll.

The rank order clustering
(ROC)* represents route card data as a
binary matrix. Using a positional
weighting technique for the *1™ cntries
in the matrix, the rows and columns are
alternately rearranged in order of
decreasing rank. The result is a
diagonalization of the I's into scveral
clusters. If independent  machine-
component groups do exist in the data
provided, each machine will occur in
only one cluster. Components will be
uniquely assigned to any one of the
clusters. One of the major advantages
that the ROC method has over other
methods is that it has the ability to deal
with the exceptional elements and
bottle-neck machine problems. Using
this algorithm, the analyst can obtain a
visual assessment of the machine
groups and the associated families of
parts simultaneously. With such an
approach, a very valuable preliminary
assignment of machines can be
obtained, because if a large number ol
machines is shared over several
clusters, plans for cellular
manufacturing can be shelved at the
outset.

Direct clustering algorithm
(DCA) is a technique which provides a
simple and effective way of clustering
data directly from any given machine
component matrix'".  The stage
preceding group analysis involves the
formation of a machine —component
matrix with the rows labeled with
component numbers and the columns
with machine numbers.

)
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The machine and parts data
can be classified into three categories,
and accordingly, the applicability of the
previous approaches can be justified.
Firstly, if the available data is mainly
about the design and manufacturing
attributes of the parts, then the
classification and coding approach is
the most suitable tool to classify these
parts into families. Secondly, if the
available data is in the form of machine-
part matrix, then rank order or direct
clustering algorithm is the appropriate
approach to form diagonal clusters
which represent part families and
machine cells. Thirdly, if the available
data details the process routings of each
part, then production flow analysis
approach can be applied to form part
families and their machine cells.

The construction of expert
system is, in general a lengthy process
that requires prototyping approach.
Prototyping is an interactive process
involving continuous testing, evaluating,
and improving. Knowledge acquisition is
the major problem with expert system
development. The different stages for
expert system prototyping are discussed.
Many tools have been developed to
shorten the development process and to
make expert systems economically
feasible. These tools, which are available
at different levels of technology, can be
used independently, or they can be
combined. The major tool concept is the
shell, which represents an expert system
lessen its knowledge base. LEVELS 5° is
an expert system shell used in this work.
When a shell is upgraded and improved
with special capabilities, it can be used to
build specific expert systems rapidly and
economically.

The manual application of the
previous approaches is a tedious and
time consuming task when real data is
used. Therefore, computer is employed
for the fulfillment of this task. Hence,
many software tools are developed to
aid programmers to structure expertise
and knowledge in the form of expert
systems which are capable of giving
decisions when consulted for GT
problems.

The ultimate group technology
application in manufacturing is to form
manufacturing cells. A sequential or
simultaneous  approach could be
adopted for cell formation. The
sequential approach first forms the part
families or machine groups followed by
machine assignment or part allocation
respectively. The simultaneous
approach determines the part families
and machine groups simultaneously.
Although the simultaneous approach is
better, it usually suffers from
computational difficulties. A rule-based
system, presented in summary form
below, was developed to overcome
these computational problems where it
implements  both  sequential and
simultaneous approaches. According to
the available data, the system applied
the Opitz coding system, or the rank
order and direct clustering algorithms,
or the nuclear synthesis method.

Depending on the variety of
the product mix and the volume of
production, traditional approaches to
organize the manufacturing system for
dissimilar parts manufacture all seem to
focus on two strategies. In general, the
assembly line method seems to be
advocated for organizations
manufacturing a few product in large
batches, while the job  shop
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configuration is adopted for those
companies that manufacture a large
variety of products in smaller batches.

The present research assesses
the appropriateness of a rule-based
system for implementation of several
techniques for formulating product
families and associated cells. To this
end. rules are developed for each of
these techniques. In efforts to
investigate the validity of these rules,
the resulting rules are applied to real
factory data. Particular attention is paid
to cell formation. and the applicability
ol different procedures to overcome
bottle-neck formation within the cell.

2. THE RULE-BASED SYTEM

Use was made, as summarized
below, of the LEVELSS Expert System
software® and a commercial data base
package™ . 1o execute structured
programs for known techniques for the
formation of part families and of cells.
Subsequently rule-based procedures
were developed for the solution of
bottle-neck problems for both machines
and for parts. :

The rule-based system consists
of  four sub-systems shown
schematically in Fig.l, and written and
executed through LEVELS5 Expert
System Software. The first sub-system
is represented by the classification and
coding technique for rotational parts
. developed by Opitz, and was written in
production Rule language (PRL), which
is encapsulated in the LEVELS
software. The second sub-system,
consists of two systems written in
BASIC, and interfaced with LEVELS.
These two systems represent the rank
order clustering-and direct clustering

algorithms. The third sub-system is
represented by the production flow
analysis nuclear synthesis, and was
written in PRL. The fourth sub-system
consists of six systems for scenarios of
the exceptional parts problem, and these
were written in PRL.

2.1 COMPARISON OF LEVELS
AND TURBO PROLOG.

Initial analysis indicated that
three factors affect the decision about
the most suitable software for the
development of the proposed rule-based
system. The first factor, is the capability
of the software to process data-base
(DB) files. The proposed rule-based
system requires different arrangements
of data files for the parts and the
machines required to produce them,
Therefore, DB files and the methods of
processing them play a major role in the
development of the system. LEVELS
software communicates with DB
software, and this is a very good
facility, where the power of an
independent software can be unified
with LEVELS software. On the
other hand, Turbo prolog Software
lacks this facility, and the way it deals
with data is to write specific programs
to manipulate the data in the required
structure. Therefore, for every data
structure a separate program is required,
and that complicates the task of the
development of the rule-based system.

The second factor is the
explanation facility. The need for this
facility arises when the user of the
proposed  system  requires  more
information regarding a specific query
during consultation., Essentially this
facility can fulfil the requirements of
the user whenever they arise. Turbo
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prolog Software. which was used for the
development of the Opitz system. does
not provide the user with supplementary
information during consultation unless
additional software is written,

A third Factor to be considered
is the ability to install other software
packages. Turbo prolog lacks  this
facility. whereas LEVELS provides the
facility to interface with and install up
to three different software packages
internally. where they can be executed
from its main menu. It was decided,
therefore, to utilize LEVESS for the
subsequent development of the system.

2.2 RANK ORDER AND
DIRECT CLUSTERING
ALGORITHMS.

Rank Order Clustering (ROC)
is designed to generate diagonal
groupings in apart and machine matrix
(Fig.1) It requires the paradigm of cell
entries in the rows and columns of the
matrix to be read as binary words. The
corresponding decimal equivalence of
these binary words are then used as the
basis for the ranking of the rows and
columns. The algorithm re-arranges
rows and columns in a receptive
manner, and eventually produces a
matrix in which rows and columns are
arranged in an order to decreasing
binary values. If the new matrix does
not show diagonal groups, then the re-
arrangement of rows and columns is
repeated until the existence of these
diagonal groups. Two programs were
developed for the implementation of
ROC and DCA in BASIC, and they
were interfaced with the LEVELS shell.

One of the advantages of the
clustering system is its capability to
give the user a pre-audit idea about the
expected part families and the cells
required to produce them. Secondly. the
system only requires the matrix
incidence for the parts and the machines
required to produce them, Application
to practical data showed several
drawbacks of this svstem. A serious dis-
advantge is that the system lacks the
potential to  solve the bottle-neck
problem. Furthermore. the system does
not inspect the loads against the
capacities of the machines in the formed
cells. Also the developed  clustering
system are not suitable for real-life
problems. since ROC has a memory
allocation problem related to BASIC,

It was concluded hence that,
although the clustering system doces
form diagonal groups according to ROC
and DCA procedures, it does not solve
the exceptional part or machine bottle-
neck problems. It was discovered that,
when a bottle-neck does occur, the
system allocates most of the existing
machines to it, and prevents the
formation of purely separable groups.
The formation of diagonal groups is
also interrupted when a machine bottle-
neck problem arises. Furthermore, the
existence of a bottle-neck, be it due to
apart or to a machine, prevents the
formation of part families and machine
cells, and the system makes one part
family and one cell from all the parts
and machines in the matrix. Both the
ROC and DCA lack the capability to
find a part or machine bottle-neck when
it exists, and therefore, they do not give
any recommendation with respect to the
possible procedures to solve this
problem.
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It must be emphasized that the
bottle-neck problem is a very real one,
and it is for this reason that it deserves
special attention during the
development of a practical rule-based
system.

2.3 NUCLEAR SYNTHESIS
METHOD

A rule-based system was written in
production rules languages for the
implementation of the nuclear synthesis
method (Fig .1) The system consists of
four sub-system to fulfil four main
stages. The first sub-system calculates
the usage frequency for all machines in
the DB. The second sub-system locates
all nucleus machines in the DB,. The
third sub-System forms modules from
the located nucleus machines and the
parts requiring them. The last sub-
system groups the related modules to
form cells.

We present below one case of practical
application of the rule-based system that
was developed for this method. To this
end, the system was interfaced with the
DB used for the storage of real data, for
197 parts, 87 machines and the
reprocessing routes, each part requiring
5 operations on the average.

The implementation of the
nuclear  synthesis method was
conducted in two phases:

a) manually and

b) by the use of the rule-based
system. The main objectives of
the manual implementation,
and to check that the outputs of
the rule-based system are
correct. -

The generic procedures for the
nuclear  synthesis  method  were
implemented manually before
structuring them in the form of a rule-
based program. The manual application
was a very time consuming process,
especially the filling of the modular
synthesis sheet, where the availability
of every machine type and the modules
requiring it must be recorded and
updated if another module requires that
machine type. The time required to
fulfil the requirements of this method
manually ~ was approximately four
weeks.

In the second phase, the
implementation of the nuclear synthesis
method was undertaken by the use of
the computer, utilizing LEVLES
software for the development of a rule-
based system. During the calculation of
usage frequencies of 87 machines, the
documentation of all process details
required three days, when executed by
hand. On the other hand, the rule-based
system completed this process in one
hour. The process of formation of
modules is even more labor-intensive, it
required approximately one week to
form 71 modules by hand. On the other
hand, the rule-based system required
approximately 2 hours to accomplish
the same task. The system formed 71
modules from the 197 parts and the 87
machine types, searching routings data
files for every nucleus machine, and
listing all parts that require it, and other
machine types required by the located
parts.
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2.4 THE BOTTLE NECK
PROBLEM IN
MANUFACTURING
CELLS

A bottle-neck case can arise
when grouping parts and machine
families, in most real-life situations.
There are two types of bottle-neck
problems, i.e., bottle-necks in machines
and bottle necks in parts. The bottle-
neck in machines problem arises when
large numbers of machines are required
to process a few number of parts. In
other  words, when  different
manufacturing cells require a specific
machine type, where the available
number of the required machine type is
less than the number of cells requiring
it. then a bottle neck in machine
problem arises. On the other hand, a
bottle-neck in parts normally arises
when a limited number of parts are to
be machined on a large number of
machines.

When developing the software
for tackling the bottle-neck cases (Fig.
1), a stage by stage approach was
adopted. In the first stage, an attempt is
made to solve the problem by finding an
alternative machine for the bottle-neck
machine, and to assign it to the cell
which needs it. If this is not possible,
the second stage commences, where the
system looks for an alternative routing
for the part or group of parts which
require the bottle-neck machine. If this
procedure is unsuccessful, then the
system assesses the possibility of sub-
contracting the parts requiring the
bottle-neck machine to another cell, else
the system advises on the possibility of
sub-contracting these parts to another
company or to re-design the parts to
utilize the available machine types if

possible, or to purchase an extra
machine or machines to overcome this
problem.

3 CONCLUSIONS

Two types of non-procedural
language software, namely LEVELSS
and Turbo Prolog were compared to
justify their appropriateness for the
development of the cell formation rule-
based system. The procedure for this
comparison was to implement the
different approaches for cell formation
with the aid of two different types of
software, and assess their capabilities
and limitations,, Accordingly,
LEVESL3 was chosen for this task.

Next. a study was conducted
on the implementation of the
classification and coding technique as a
solution for the part families and
machine groups formation problem. The
Opitz code system was mainly used for
the classification of parts, where the
developed system requires the design
attributes of the part to be classified.
One of the main advantages of
developing the Opitz code by using two
different software packages was 1o
judge the appropriateness of Turbo
Prolog and LEVLESS software for the
development of the proposed rule-based
system. It was concluded that
LEVELSS is the superior of the two
packages, and it was decided to rely on
the latter software for the subsequent
development of the rule-based system.

With respect to the two rule-
based ROC and DCA, their validity was
verified through the application of
examples taken from the literature.
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It was observed that the rule-
based system for the nuclear synthesis
method forms manufacturing cells from
part’s routings, where it finds nuclear
machines, and forms modules around
these machines, and then it groups the
formed modules into cells. It was
likewise noted that the production Mow
analysis  nuclear  synthesis  method
requires a comprehensive set of data
about the parts and the required
machine to process them. It s
concluded hence that this method
represents  the  largest part of the
developed system,

It was shown that the output of
the nuclear synthesis method, when
implemented by using the LEVESS
software, agreed the output from a
manual processing of the same set of
data. In addition to that, significant time
savings were achieved due to the
application  of the nuclear synthesis
method in the rule-based system. In
addition, the possibility of making
mistakes was high in  manual
processing. and not that easy to trace.
The rule-based system, on the other
hand, was not likely to commit human
mistakes once its logic and structure
have been tested and fully validated. It
was concluded that this achievement of
similar output, by ht use of the rule-
based system, in a much shorter time
was due to the logic potential of the
rule-based system, and the capability of
LEVELS software to manipulate up to
four DB files in a single procedure.

It was noted that, in real-life
situations, the part families and cells
formation techniques may encounter a
machine bottle-neck, or a part bottle-
neck problem, or both of them.
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It was necessary, therefore, to
develop software to encapsulate such
situations, and to offer helpful advice,
and to suggest possible solutions,. Three
approaches were envisaged for such
scenarios: alternative machine
procedures, alternative routing
procedures, and internal sub-contracting
procedures, It was concluded that these
approaches should be applied in the
mentioned order for tackling any bottle-
neck problem. When it fails to find a
satisfactory solution by the adoption of
the above procedure, the system then
advises the user to sub-contract the
parts requiring the bottle-neck machine
to another factory, or to re-design these
parts to utilize the available machine
types, or to purchase the bottle-neck
machine or its alternatives.

4. RECOMMENDATIONS

It is clear that the required time
for the system to form cells can be
reduced by using faster computer.

The ROC and DCA systems could
handle, in the present case, a matrix of
20 machines and 20 parts only, due to a
shortage in assigned memory by
BASIC, and due to limitations of the
visual display unit (monitor). Adoption
of more poweful software, and the
implementation of an on-line printer
with large printing paper should
overcome these drawbacks.
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HIGH LEVEL COMPUTER VISION
Zahid Hameed Qazi. Senior Engineer, KRIL, Kohuta, Pakistan
Prof. Dr. Habibullah Jamal, Dean, Faculty of Electrical and Electronics Engineering, UET, Taxila

ABSTRACT

This paper presents the design,
implementation and characterization of
a novel digitizer. The digitizer can be
used by experimenters and researchers
in the field of computer vision and
image processing. It does not require a
large bank of semiconductor memory to
store digital image data for subsequent
processing. It transfers the digital data
of the image directly to the PC's own
memory by using the DMA of the PC
board. It requires very little hardware
and hence is very inexpensive. It can be
programmed through software to
increase the resolution of the captured
image.

LINTRODUCTION

Computer vision technology
develops the theoretical and algorithmic
basis for automatically extracting and
analysing useful information from the
observed image. Extraction of features
(for example, edges) and analysis and
classification of shape boundaries is
useful for a variety of purposes. Edges
are useful in matching images,
improving the quality of segmentation,
texture analysis and extracting shapes of
objects in the given images. Shape
analysis and classification is useful in a
variety of applications including target
recognition, character recognition,
scene analysis and bio-medical and
industrial applications.
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The research in the area started
twenty years ago. The bulk of work was
carried out by mathematicians under the
heading Pattern Recognition. Recently
much of this work is being done by
Electrical Engineers and computer
scientists as a field of digital signal
processing and computer vision. The
availability of high level languages and
matured programming techniques, are
expediting the research,

The first step in the computer
vision technology is to obtain the digital
representation of an image. Over the
years different approaches have been
adopted for capturing image data,
resulting into various types of digitisers
and frame grabbers. Such commercially
available digitisers are quite expensive.
A key design criterion in our case was
to minimise the hardware, in order to
make this system cost effective. All this
lead to a small printed circuit board
(PCB) plugged on the extended
interface  signal adapter(EISA) bus
connector of the PC and a BNC socket
provided for making connection of
video output of the camera. For
researchers who are interested in shape
recognition, the proposed approach is
most suitable and easily understandable.

The hardware design of the
system is given in the next section. The
Flow Chart and the Implementation are
given in the succeeding sections.
Further  improvements are also
suggested before concluding the paper.
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